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What is memory system performance?




Memory performance = Bandwidth
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 DDR4-2133
e Bandwidth = 2133 * 64Byte *
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Memory performance = Latency

 Memory latency is what stalls the pipeline (execution)

 Memory wall is about *latency*
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Hitting the Memory Wall: Implications of the Obvious

Wm. A, Walf
Sally A. McKee

Department of Computer Science
University of Virginia
[wulf | mckee J@ virginia.edu

December 1994

‘This brief note points out something obvious — something the authors “knew" without
teally understanding. With apologies to those who did understand, we offer it to those
others who, like us, missed the point.

‘We all know that the rate of improvement in microprocessor speed exceeds the rate of
improvement in DRAM memory speed — each is improving exponentially, but the

exp for micropr is substantially larger than that for DRAMSs. The difference
between diverging exponentials also grows exponentially; 5o, although the disparity
berween processor and memory speed is already an issue, downstream someplace it will be
a much bigger one. How big and how soon? The answers to these questions are what the
authors had failed to appreciate.

‘To get a handle on the answers, consider an old friend — the equation for the average time
to access memory, where f; and ., are the cache and DRAM aceess times and p is the
probability of a cache hit:

"mrg =pxlc+ (1-—p) xrm

‘We want to look at how the average access time changes with technology, so we'll make
S0me conservative assumptions; as you'll see, the specific values won't change the basic
conclusion of this note, namely that we are going to hit 2 wall in the improvement of system
performance unless something basic changes.

First let's assume that the cache speed matches that of the processor, and specifically that it
scales with the processor speed. This is certainly true for on-chip cache, and allows us to

easily normalize all our results in terms of instruction cycle times (essentially saying (. =1
cpu cycle). Second, assume that the cache is perfect. That is, the cache never has a conflict
or capacity miss; the only misses are the compulsory ones. Thus (1 —p) is just the

In 1995, Wulf and McKee published a four-page note entitled
“Hitting the Memory Wall: Implications of the Obvious™ in the (un-
refereed) ACM SIGARCH Comnputing Architecture News [27]. The
motivation was simple: at the time, researchers were so focused
on improving cache designs and developing other latency-tolerance
techniques that the computer architecture commumity largely ig-
nored main memory systems. The article projected the performance
impact of the increasing speed gap between processors and memory.
The study predicted that if the trends held. even with cache hit rates
above 99% , relative memory latencies would soon be so large that
the processor would essentially always be wailing for memory —

which amounts to “hitting the wall™.

Wm. A. Wulf and S. A. McKee.
Hitting the memory wall: Implications of the obvious.
Computer architecture news, 1995.



Memory latency is not a single number

* Memory latencies
1: Lead-off (unloaded) latency
2: Loaded latency
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B. L. Jacob.
The memory system: You can’t avoid it, you can’t ignore it, you can’t fake it.
Synthesis Lectures on Computer Architecture, 2009.
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Memory latency curves
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e Actual measurements

* Dual socket Intel Xeon 8260 CPU (Cascade Lake)
e 24 cores @ 2.4 GHz
6 DDR4 memory channels per socket

000000000000000000000000000

* Measured with memory stressing benchmark (developed by the BSC)
* Enhanced Stream benchmark (memory stress, X-axis) & Pointer chasing benchmark (latency, Y-axis)

* Open source:
https://github.com/bsc-mem/PROFET

New code release coming soon!
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https://github.com/bsc-mem/PROFET

Memory performance:
Looking inside the box
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Use case 1: Application profiling

75% of the
sustained BW

10% of the
| sustained BW
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Use case 1: Application profiling

10% of the " 75% of the
sustained B — X sustained BW
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Use case 2:
What (not) to expect from a novel memory system

 DDR4 and MCDRAM at KNL platform
 “MCDRAM provides an N-fold higher performance”

o 4 Application using DDR4
8 (BW.2, Lat2F)
3]
O
3!
S
3
= Application using MCDRAM
= (BW,e™", Lat,,™")
>

Used memory bandwidth

» Similar-ish analysis can be done for DDR4 and Optane (Storage Class Memory)
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Use case 3:
Data distribution in heterogeneous memory systems

* How to distribute red, blue and data structures in heterogeneous memory system
e DDR4 and MCDRAM at KNL platform

o 4 Application using DDR4
g (BW.2Y, Lat )
<
O
3!
> M
3
s |- Application using MCDRAM
é.) — (BwMCDRAM LatMCDMM)

used » mem

>

Used memory bandwidth

» Similar-ish analysis can be done for DDR4 and Optane (Storage Class Memory)
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Use case 4:
Memory system design space exploration

* Overall system performance = f (mem system)?

* “Can we estimate application performance with different (new) main memory?”

* Example: High-end CPU with DDR4-XXXX
 DDR4 (different frequencies)
* DDR5
* HBMZ2/3
 LPDDR4/5

* Optane
 Memory over CXL (CCIX, etc.)

Novel memory designs
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Our idea: PROFET — PROfile & EsTimate

>

 PROfile

 Memory latency curves
e Conventional memory system

Application using DDR4
(BwDDR4 Lat DDR4)

used mem

* Novel memory system

Application using MCDRAM
(BW,”", Lat,.,”™")

Memory access latency

e Application running on an actual system - —
Used memory bandwi

* EsTimate
* Application performance, power and energy with the novel memory system

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion 13



PROFET modeling

Based on strong profiling capabilities of
high-end processors (hardware counters)

Parameters that we cannot measure

* Set the boundaries based on the microarchitectural specification
(e.g., row-buffer size)

Analytically model performance — Equations

Solve the equations

Published:
Radulovic et al., PROFET: Modeling System Performance and
Energy Without Simulating the CPU. SIGMETRICS, 2019.

Open source:
https://github.com/bsc-mem/PROFET
New code release coming soon(-ish)! ;-)
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PROFET: Modeling System Performance
and Energy Without Simulating the CPU 34:13

Note that MLP(Ins,o,) is a point estimate for MLP based on the available information. If the point
estimate is outside the valid range, between the lower and upper bounds described above, then it is
corrected to lie in the range.

4.4 Performance as a function of latency

This section completes the analysis of out-of-order processor performance as a function of latency.

We start by repeating Eq. 4, which gives the predicted CPI in terms of Stallsyc:

Mi o
Issuc (

Stalls® . - Stalls")

@) _ ~pr()
CPlLg = CPlLy + LLC LL(')

tot tot (4 again)

NStor
As remarked at the beginning of Section 4.3, in comparison with an in-order processor, an out-
of-order processor has a more complex expression for Stalls;;c, and this was given in Eq. 12:

1 .
m X (Penmem — CPly X Insgeo) (12 again)
Finally we replace the MLP parameter in this equation with the point estimate in Eq. 15:

Stallsyc =

MIP(Insees) = YEUC 56 ngo +1 (15 again)
Insior

In fact, as explained in Section 4.3.3, this value is restricted to lie between the lower and upper
bounds given in that section. For the sake of clarity, we consider the more common case for which
it is not necessary.

Combining Eq. 4, Eq.12 and Eq.15, and assuming that Ins,o, Missy c, CPly, Insgee and MLP do
not change when moving from one memory system configuration to another, then CPI:;’" can be
calculated as:

(2) (1) Pen{nim — Penjim
CPL;; = CPL; + —————————————— (16)
Insgoo + Insyo/Misspic

This equation is written in terms of the memory access penalty, Penpyen,, but at the system level,
outside a detailed analysis of a particular processor’s pipeline, only Latyer, is relevant. Recall that
Penpyem was defined to be the memory access latency, Laty,em minus the cost of an LLC hit. We note,

(2) (1)

therefore, that the expression Peniﬁl,,, - Penf,::.,“ is equal to Laty.y, — Laty,e,,. Taking account of this

and rewriting in terms of the IPC instead of the CPI gives:
) ”,C( 1
”,Cu) = tot 17

tot 2 (1)
(1) Latgeyn—Latyey
1+ PGyt X fre s TM s oine

The various values in Eq. 17, IPC:",:. Insy, and Missyy ¢ are known because they were measured
on the baseline memory configuration. All other inputs to PROFET, such as Insgog, MSHR, CPlyi,
(see Table 3) appear in the upper and lower bounds of Ins,q,.”

Eq. 17 is plotted in Figure 7. The x axis is the target system memory latency, Lat,..,, and the y
axis is the predicted IPC, IPC::)". Eq. 17 is a function of the independent parameter Insyq,, which
we cannot measure or calculate exactly. We bounded its value in the previous section, and varying it
between the lower and upper bounds gives the family of curves shown in the figure. Note that the case
of Insye = 0 corresponds to an in-order processor. This can be seen by comparing Eq. 17 and Eq. 6.
As indicated on the figure, when the target memory latency is the same as the baseline memory latency,

La!,(,,':,“, PROFET correctly “predicts™ the measured IPC to be that of the baseline system, IPC:('").

(2)

5Some of the input parameters appear only in the upper or lower bounds of MLP, which are not in Eq. 17 but considered in
the full PROFET model.

Proc. ACM Meas. Anal. Comput. Syst., Vol. 3, No. 2, Article 34. Publication date: June 2019.



https://github.com/bsc-mem/PROFET

Evaluation: Sandy Bridge DDR3-800 > DDR3-1600
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* Performance estimation error
* High-bandwidth benchmarks: 5.3%
e All benchmarks: 2.9%

* Power and energy
* All benchmarks: 1% and 2%
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Evaluation: KNL DDR4-2400 -> MCDRAM

240% -

B Estimated DDR4-2400 -> MCDRAM
190% -

¢ Measured performance improvement

140%

90%

Relative IPC difference
w.r.t. DDR4-2400

40%

* Performance estimation error
* High-bandwidth benchmarks: 7%
* All benchmarks: 3.8%
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PROFET vs. Simulators

Simulators:

* CPU simulator: Zsim - updated and validated for Intel Sandy Bridge CPU
e Main memory simulator: DRAMSIim2
* Workloads: SPEC CPU2006, 150 billions of instructions

DDR3-800 - DDR3-1600
100%

g I Estimated DDR3-800 -> DDR3-1600
é 8; . \\ * B Simulated DDR3-800->DDR3-1600

:E g 60% 1 \ \\ ‘\ - Measured performance improvement
S Q  40% 1

gzt

E s 20%

& 0%

* Average error:
* PROFET: 3.6%
e Simulations: 15.7%

* Model estimations follow the trend better than simulations
Barcelona
@ SupercompetiPROFET faster than the simulator: Three orders of magnitude
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Memory performance:

Looking inside the box
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Extrae-PROFET-Paraver optimization cycle

Target HW

Profiling Modeling

Analysis and optimization

Platform profiling

platform(s)

A

[ Application

'

PROFET
— Extrae ] - — Human
) g Paraver developer
Application Application profiling Performance Performance
execution (application traces) modeling analysis

Application optimizations

]
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Platform optimizations
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The roofline model

* DDR4 and MCDRAM at KNL platform
* “MCDRAM provides an N-fold higher performance”

Bound based on peak performance

[ ]
App,

Performance [GFLOPS]

] Bound based on bandwidth -
4 A o
P
17 ]

App,
1/2 4
L]
1/4 APP,
1/4 1/2 1 2 4 8 16

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion

T T T T T T >

256 512 Operational Intensity [FLOPS/byte]

Memory access latency

>

Application using DDR4
(BWDDR4 Lat DDR4)

used mem

used

Application using MCDRAM
(BWMCDRAM LatMCDRAM

mem

>

Used memory bandwidth
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