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What is memory system performance? 
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Memory performance = Bandwidth

• DDR4-2133
• Bandwidth = 2133 * 64Byte * …
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• Memory latency is what stalls the pipeline (execution)

• Memory wall is about *latency*
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Memory performance = Latency

Wm. A. Wulf and S. A. McKee. 
Hitting the memory wall: Implications of the obvious.
Computer architecture news, 1995.



Memory latency is not a single number

• Memory latencies
1: Lead-off (unloaded) latency

2: Loaded latency

• Memory latency curve
• Memory latency = f(memory system stress)
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B. L. Jacob. 
The memory system: You can’t avoid it, you can’t ignore it, you can’t fake it.
Synthesis Lectures on Computer Architecture, 2009.



Memory latency curves

• Actual measurements 
• Dual socket Intel Xeon 8260 CPU (Cascade Lake) 

• 24 cores @ 2.4 GHz

• 6 DDR4 memory channels per socket

• Measured with memory stressing benchmark (developed by the BSC)
• Enhanced Stream benchmark (memory stress, X-axis) & Pointer chasing benchmark (latency , Y-axis)  

• Open source: 
https://github.com/bsc-mem/PROFET
New code release coming soon!
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https://github.com/bsc-mem/PROFET


Memory performance: 
Looking inside the box
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Pointer chasing: Lead-off latency

Datasheets: 
Theoretical BW 

Stream: 
Sustained BW 



Use case 1: Application profiling
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Use case 1: Application profiling
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Use case 2: 
What (not) to expect from a novel memory system
• DDR4 and MCDRAM at KNL platform

• “MCDRAM provides an N-fold higher performance”

• Similar-ish analysis can be done for DDR4 and Optane (Storage Class Memory)
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Use case 3: 
Data distribution in heterogeneous memory systems
• How to distribute red, blue and green data structures in heterogeneous memory system

• DDR4 and MCDRAM at KNL platform

• Similar-ish analysis can be done for DDR4 and Optane (Storage Class Memory)
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Use case 4:
Memory system design space exploration 

• Overall system performance = f (mem system)?

• “Can we estimate application performance with different (new) main memory?” 
• Example: High-end CPU with DDR4-XXXX 

• DDR4 (different frequencies)

• DDR5

• HBM2/3

• LPDDR4/5

• … 

• Optane

• Memory over CXL (CCIX, etc.)

• … 

• Novel memory designs
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Our idea: PROFET – PROfile & EsTimate

• PROfile
• Memory latency curves 

• Conventional memory system

• Novel memory system

• Application running on an actual system

• EsTimate
• Application performance, power and energy with the novel memory system
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PROFET modeling

• Based on strong profiling capabilities of 
high-end processors (hardware counters)

• Parameters that we cannot measure 
• Set the boundaries based on the microarchitectural specification 

(e.g., row-buffer size)

• Analytically model performance – Equations 

• Solve the equations  

• Published:
Radulovic et al., PROFET: Modeling System Performance and 
Energy Without Simulating the CPU. SIGMETRICS, 2019.

• Open source: 
https://github.com/bsc-mem/PROFET
New code release coming soon(-ish)! ;-) 
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https://github.com/bsc-mem/PROFET
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Evaluation: Sandy Bridge DDR3-800 → DDR3-1600

• Performance estimation error
• High-bandwidth benchmarks: 5.3%

• All benchmarks: 2.9%

• Power and energy
• All benchmarks: 1% and 2%
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Evaluation: KNL DDR4-2400 → MCDRAM

• Performance estimation error
• High-bandwidth benchmarks: 7%
• All benchmarks: 3.8%



• Simulators:
• CPU simulator: Zsim - updated and validated for Intel Sandy Bridge CPU
• Main memory simulator: DRAMSim2
• Workloads: SPEC CPU2006, 150 billions of instructions

• DDR3-800 → DDR3-1600

• Average error:
• PROFET: 3.6%
• Simulations: 15.7%

• Model estimations follow the trend better than simulations

• PROFET faster than the simulator: Three orders of magnitude
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PROFET vs. Simulators



Memory performance: 
Looking inside the box
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Pointer chasing: Lead-off latency

Datasheets: 
Theoretical BW 

Stream: 
Sustained BW 



Extrae-PROFET-Paraver optimization cycle
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Thank you

petar.radojkovic@bsc.es

mailto:petar.radojkovic@bsc.es


The roofline model
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