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• Initially designed to monitor and track individual jobs and full system scheduler 
status: “HPC visualisation on a single screen”

The history of 
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• Configurable, compact and 
interactive display of all 
usage data in a single 
window

• Easy access to system status 
data

• Open source

• Perl-based client

• Available for all main JSC 
systems

• http://www.fz-
juelich.de/jsc/llview



• Web-based access to data

• Role-based data access for users, PIs, mentors and support

• Near real-time monitoring

• Non-intrusive monitoring

• Scalability 

• Utilization of available sources for performance data: Load and memory on 
node, traffic over interconnect, I/O activity, GPU info, …

• History of job usage and possibility of deeper analysis 

Targets of LLView based Job-Reporting
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Data sources and data flow
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Job monitoring
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GPU monitoring
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GPU memory utilizationGPU utilization GPU power usage GPU temperature



Job reports
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Job reports
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Job reports

9S.Lührs – LLview-based Job-Reporting, 24.09.2021



Job reports
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Offline workload analysis (I/O activity of jobs)

11S.Lührs – LLview-based Job-Reporting, 24.09.2021

I/O activity by research topic

read ≈ write

write >> read

read >> write

total # 

bytes 

read

Particle Physics Climate, Earth, Environment CFD Plasma Physics

Misc. Engineering Computation Biology,

Biophysics, Biochemistry
Material Science Astrophysics

Polymer/Soft Matter Physics Condensed Matter Physics ChemistryNuclear/Atomic Physics

total # bytes written



DEEP SEA: Application and system monitoring 
platform
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• Job details 

• File system

• Network

• Performance data from 
instrumented apps

• Web visualization

• Reporting

Augmented node level 
performance data 

Job-centric information 
platform

Job-specific monitoring and reporting (LLview) [FZJ]
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